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1. Document TGP/8 “Trial Design and Techniques Used in the Examination of Distinctness, Uniformity and Stability” is a very important document for practical guidance on DUS testing. Currently, document TGP/8 has plenty of useful guidance including two parts in 17 chapters. However, there are two small problems that affect its pratical value. First, the chapters are not at the same level and are not in an ideal order, for example, distinctness has a chapter on selection of methods but uniformity does not. Second, many examples do not provide raw data and relationship with previous chapters. This document is intended to initiate a discussion on reorganizing document TGP/8.

2. Annex I to this document contains a copy of a proposal for consideration of a possible reorganization of TGP/8 at its thirty-fifth session of the Technical Working Party on Automation and Computer Programs (TWC). Annex II to this document contains a copy of the current table of contents of TGP/8. 
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